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ADVANCED COMPUTER ARCHITECTURE
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Sub. Code : 67541
Day and Date : Friday,26 - 04 - 2019 Total Marks : 100
Time : 02.30 p.m. to 05.30 p.m.
Instructions : 1) Attempt any three qucstions from each section.

2) Figures to the right indicate full marks.
3) Assume suitable data ifnecessary.

SECTION - I

Ql) a) What are different shared memory multiprocessor models? What is
symmetric multiprocessors? State it's features.

b) What is dependability? How it is measured?.

Q2) ?i) What is the concept of linear pipelining? How it will help to increase
throughputrate. t81

b) Derive the equation for Speedup? Whathappen with Speedup as number
'. ,of stages in pipeline stages inueases? [8]

Q3) a) Why associative memory is called as conlent addressable memory? What
is the significance of Bij in an associative memory? How it is dilferent
from RAM?. t8l

b) How mulrithrerded slstem is rnodeled? How rhe perlormance ofthese
systems is analyzed?.

Qr') Write Short Notes on Following (any three) :

a) Cray-l Architectute

b) SystolicArrays and its applications

c) Unification andMultiflmctionpipeline

d) SIMD array processor
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SECTION . II

Qi) a) What is tlie difference behveen multiprocessor and n.rulticompUler system?
what are architectural models lor multiprocessor syr,.^r.'--- -"''i;i

b) What.are loosely coupled systems? Explain how loosely coupled systems' .@CS) are ellcientwhen the interaction betweentasks are minimized.[g]

Q6) a) What is cPU? Where it is used? How GpU memory is shared by all
vector loops. 

t8l
b) With steps explain intra cluster memory access in Cm* Architecture.lgl

Q7) a) What is the need to check data and resource dependencies before
execution ol several programs in parallel? What ar; differeflt t pes of
data dependences? 

t8i
b) What is hardware and softwareparallelism? With suitable example explain

mismatch between them. Igl
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Q8) Write Shgrr'itotes on Following (any three)

a), 
.Vrector 

Architecture \MIpS
b) 'Grain Size

c) Latency hiding techniques

d) Crain Packing & scheduling
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